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double *ptr = malloc(1024*sizeof(double));

#pragma omp target map(ptr[:1024])

  ptr[0] = 1.0;

• map(ptr[0:1024])
•

•

•

•
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void foo() {

  double A[N][M][K], B[M][N][K];

  #pragma omp target teams loop ..

    ..

    A[i][j][k] = B[j][i][k];

}

void bar() {

  double D[K][M][N];

  #pragma omp target teams loop ..

}
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