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INTEL CPU GENERATIONS

• Sapphire Rapids – 2023 Q1
• Intel 7, first chiplet architecture - 4 

compute tiles
• Up to 56 cores, 350W
• 8xDDR5-4800 or HBM2E

• Emerald Rapids – 2023 Q4
• Intel 7, 2 compute tiles
• Up to 64 cores, 350W
• 8xDDR5-5600

• Sierra Forest – 2024 Q2
• Intel 3, 2 compute tiles
• Up to 192 cores, 350W
• 8x/12x DDR5-6400

• Granite Rapids – 2024 Q3
• Intel 3, 3 compute tiles
• Up to 128 cores, 500W

• 72 core 6960P tested
• 12xDDR5-8800 MRDIMM
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AMD PROCESSOR GENERATION

• AMD Milan – 2021 Q1
• 7 nm, 8 chiplet
• 64 cores, 280W
• 8x DDR4-3200

• AMD Genoa – 2022 Q4
• 5 nm, 12 chiplet
• 96 cores, 360W
• 12x DDR5-4800

• AMD Turin – 2024 Q3
• 3 nm, up to 16 chiplet
• 128/192 cores, 500W
• 12x DDR5-6400
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• Number of bandwidth-bound codes (mostly explicit PDE solvers)
• CloverLeaf (low-order), Seismic (high-order), OpenSBLI (large-scale DNS), MG-

CFD (FV Euler on unstructured mesh), Volna (FV NLSW on unstructured mesh)
• Compute-intensive: miniBUDE (docking proxy)
• MPI or MPI+OpenMP – many through OPS/OP2 DSLs. icpx/g++ compilers.

• Compare:
• Runtime
• Architectural efficiency (effective BW estimates)
• Energy efficiency

PERFORMANCE, EFFICIENCY
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BASELINES

SPR
HBM

SPR
DDR EMR GNR SRF

96c
SRF
192c Milan Genoa

Model 9480 8480+ 8592+ 6960P 6740E 7763 9B14
Cores 112 112 128 144 192 384 128 180
LLC (MB) 105 105 320 432 96 192 256 384
Cache BW 3481 4340 8149 7346 4139 7627 2454 9534
DDR BW 1475 388 542 1150 396 667 234 529
Speedup 3.8 1.0 1.39 2.96 1.04 1.23 0.6 1.36

Compute Memory Cache Misc

Processor Cores Threads BF1

(GHz)
ATF2

(GHz) TFLOPS/s Size
(GB)

Transfer
Rate (MT/s) Type BW3

(GB/s)
LLC4

(MB)
BW3

(GB/s)
TDP5

(W) Process Release

Intel Xeon
CPU MAX 9480 (SPR+HBM) 2x56 2x112 1.9 2.6 13.6-18.6 2x64 3200 HBM2E 1475 112 3481 350 Intel 7 Q1 2023

Intel Xeon
Platinum 8480+ (SPR+DDR) 2x56 2x112 2.0 3.0 14.3-21.5 16x32 4800 DDR5 388 112 4340 350 Intel 7 Q1 2023

Intel Xeon
Platinum 8592+ (EMR) 2x64 2x128 1.9 2.9 15.5-23.7 16x64 5600 DDR5 542 120 8149 350 Intel 7 Q4 2024

Intel Xeon
Platinum 6960P (GNR) 2x72 2x144 2.7 2.9 15.5-23.7 24x32 8800 DDR5 900 144 7346 500 Intel 3 Q3 2024

Intel Xeon
6740E (SRF 96c) 2x96 2x96 2.4 3.2 7.3-9.8 16x64 4800 DDR5 396 96 4139 250 Intel 3 Q2 2024

Intel Xeon
(Unnamed) (SRF 192c) 2x192 2x192 2.4 3.2 14.6-19.6 24x64 6400 DDR5 667 192 7627 350 Intel 3 Pending

AMD EPYC
9B14 (Genoa) 2x90 2x90 2.6 → 3.6 19.9-27.5 24x64 4800 DDR5 529 768 9534 360 TSMC 5 Q4 2022

AMD EPYC
7763 (Milan) 2x64 2x64 2.45 → 3.6 5.8-9.4 16x16 3200 DDR4 235 256 4808 280 TSMC 7 Q1 2021

TABLE I
OVERVIEW OF PROCESSOR SPECIFICATIONS HIGHLIGHTING COMPUTE POWER, MEMORY BANDWIDTH, CACHE CAPACITY, AND POWER EFFICIENCY FOR

SELECTED SERVER PROCESSORS.
NOTES: 1 BASE FREQUENCY, 2 ALL TURBO FREQUENCY, 3 BANDWIDTH, 4 LAST LEVEL CACHE, 5 THERMAL DESIGN POWER.

Specifically we evaluate the following structured-mesh ap-
plications:

1) CloverLeaf 2D/3D [9] – developed by the UK mini-
app consortium, CloverLeaf is a proxy for nuclear secu-
rity codes, simulating shockwaves using a structured-
mesh Eulerian hydrodynamics setup. The code is
largely bandwidth-bound, with some operations on
faces/edges that may be latency bound. Double preci-
sion, 76802(2D), 4083(3D) problem size, 50 iterations.

2) OpenSBLI SA & SN [6] – a shock-capturing Navier-
Stokes solver developed at the University of Southamp-
ton for studying aeroacoustic phenomena around air-
craft. The code has 2 variants – Store All (SA), which
is bandwidth-bound, and Store None (SN), which re-
computes derivatives on the fly, thereby trading compute
for data movement, but is still mostly bandwidth bound.
Double precision, 3203 problem size, 20 time iterations.

3) RTM - computational geophysics proxy code, imple-
menting the forward pass of a Reverse Time Migration
algorithm. Uses an 8th order finite difference stencil.
Due to the large stencils, it is sensitive to cache locality
and vectorization, has large communications volume
over MPI. Single precision, 3203 problem size, 10 time
iterations.

4) Acoustic – a proxy extracted from Devito [10], it
is a structured-mesh high-order (8th) finite difference
acoustic wave propagation solver. Bandwidth and cache
locality bound, with large communications volume over
MPI. Single precision, 10003 problem size, 30 time
iterations.

5) MG-CFD [11] – a proxy for the Rolls-Royce CFD sim-
ulation code, implementing an unstructured mesh finite
volume Euler equations solver with multi-grid. Bound
by latencies and indirect memory accesses. Double pre-
cision, NASA Rotor37 case with 8 million vertices, 25
iterations.

6) Volna [12] – unstructured mesh finite volume Nonlinear
Shallow Water Equations solver. Also sensitive to indi-
rect memory accesses as MG-CFD, but less so. Indian
ocean case with 30 million vertices, 200 time iterations.

7) miniBUDE [13] – proxy molecular docking code repre-
sentative of the University of Bristol’s BUDE. Compute
and latency bound. bm1 test case, 30 iterations.

In this work, we evaluate pure MPI parallelizations (both
1 process per physical core and 1 process per SMT logical
core, where HyperThreading was enabled), as well as a hybrid
MPI+OpenMP parallelization, where we use one process per
NUMA region. For all computational loops in structured-mesh
applications OpenMP’s collapse is used for the whole loop
nest, with the innermost loop instructed to vectorize using omp
simd. For unstructured mesh codes we study auto-vectorizing
implementations that explicitly pack and unpack vector regis-
ters, with the vector length adjusted for the platform (256 bit
for SRF, 512 for the rest). In prior work, we studied SYCL
parallelization on CPUs [14], and showed that it delivers lower
performance compared to MPI/MPI+OpenMP - since this has
not improved significantly since, we do not report performance
with MPI+SYCL here.

Point of
reference
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RUNTIME VS SAPPHIRE RAPIDS+DDR5
SPR
DDR

SPR
HBM

EMR
SRF
96cSRF
192c

GNR

Milan

Genoa
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ARCHITECTURAL EFFICIENCY

• Effective BW: array size in each loop
• Above 1.0 if cache re-use across 

loops
• Significant MPI overheads on 

Seismic apps (30-50%)
• Especially SPR+HBM and Genoa

• miniBUDE: fraction of peak 
GFLOPS/s at all-core turbo
• Not always documented
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• How much did overall performance improve vs. the improvement in 
bandwidth?
• (runtime/runtimeSPR)/(Peak BW/Peak BWSPR)*100

• SPR+HBM: same compute - only 64%
• EMR: +8 cores, 3x cache size, 1.4x BW – 98%
• GNR: +16 cores, 4.1x cache size, 3x BW – 91%

• SRF 96 core: +40 cores, 0.85x cache size, 1.04x BW – 105%
• SRF 192 core: +136 cores, 1.71x cache size, 1.7x BW – 110%

BALANCED IMPROVEMENT VS SPR+DDR?
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ENERGY EFFICIENCY VS SAPPHIRE RAPIDS
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POWER

• 250W TDP for SRF 96c
• 280W TDP for Milan
• 350W TDP for SPR, EMR, SRF 192c
• 360W TDP for Genoa (no RAPL)
• 500W TDP for GNR
• Plus RAM
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• Rapid evolution with interesting trade-offs
• Intel’s differentiated product lines – evolution vs. SPR

• SRF 96 core: Slightly higher performance (1.09×) but at a 1.4× lower power
• SRF 192 core: Significantly higher performance(1.87×), at the same power
• GNR: Even higher performance (2.72×), but at 1.44× more power

• MRDIMM may be a critical differentiating factor vs. AMD
• Big advantage for memory-bound codes

• Still behind with energy efficiency – process issues

CONCLUSIONS


