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ABSTRACT
The Gemini interconnect on the Cray XE6 platform pro-
vides for lightweight remote direct memory access (RDMA)
between nodes, which is useful for implementing partitioned
global address space languages like UPC and Co-Array For-
tran. In this paper, we perform a study of Gemini per-
formance using a set of communication microbenchmarks
and compare the performance of one-sided communication
in PGAS languages with two-sided MPI. Our results demon-
strate the performance benefits of the PGAS model on Gem-
ini hardware, showing in what circumstances and by how
much one-sided communication outperforms two-sided in
terms of messaging rate, aggregate bandwidth, and compu-
tation and communication overlap capability. For example,
for 8-byte and 2KB messages the one-sided messaging rate is
5 and 10 times greater respectively than the two-sided one.
The study also reveals important information about how to
optimize one-sided Gemini communication.

Categories and Subject Descriptors
B.8.2 [Performance Analysis and Design Aids]; D.1.3
[Concurrent Programming]
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1. INTRODUCTION
The classic parallel programming model, MPI, faces sev-

eral new challenges on petaflop computing platforms, which
are dominated by multicore-node architectures [2, 4]. To
address these challenges, researchers are starting to inves-
tigate other programming models to understand whether
they could replace or be used in combination with MPI.
Among these studied programming models, the Partitioned
Global Address Space (PGAS) family of languages show
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great promise as the near-term alternative to MPI. Co-Array
Fortran (CAF) [3] and Unified Parallel C (UPC) [1] are two
representative examples of such languages.

Hopper is a 1.28 PF peak Cray XE6 computing platform
recently installed at NERSC. The defining feature of this
platform is the custom interconnect, called Gemini, which
provides a hardware accelerated global address space and
allows remote direct memory access (RDMA) from any node
to any other in the system. In this work, we will investigate
what the effect of this special Gemini hardware support for
global address space and one-sided messaging is upon the
performance of the PGAS languages.

2. PERFORMANCE RESULTS

2.1 Messaging Rate
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Figure 1: The messaging rate for MPI and CAF
measured using 1 and 24 communicating pairs per
node.

Our results, shown in Fig. 1, show that in the bandwidth
limit, with large messages, MPI and PGAS performance is
identical. For medium-sized and small messages, the lower
overhead of the single-sided PGAS messaging allows CAF
to deliver up to eight times more messages per second.

2.2 Computation / Communication Overlap
We develop an independent micro-benchmark to measure

the capability of different languages to overlap communica-
tion and computation. A metric called overlapped fraction
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Figure 2: The overlap capability of MPI, UPC, and
CAF.

is computed using following formula:

overlapped fraction =

1−
(
TTotalRunningTime −max(TComp, TComm)

min(TComp, TComm)

)
where Tcomp is the computation time and Tcomm is the com-
munication time. In the case that the runtime is equal to
the maximum of the separate measurements of computation
and communication the overlap is perfect. This fraction
represents the amount of work that it was not possible to
overlap. The results in Fig. 2 show that MPI exhibits some
overlap capability for small messages and almost no overlap
for large ones. On the contrary, CAF and UPC demonstrate
excellent overlap capability for large messages.

2.3 NAS FT
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Figure 3: The performance of NAS FT for Class B
for the CAF and MPI versions.

For the CAF implementation, the MPI Alltoall has been
replaced by one-sided get operations. CAF exhibits much
better performance and better scalability up to 16K cores.
The CAF performance is about 2.6 times better than the
MPI result when 16K cores are used.

2.4 Stream
We developed a version of the STREAM benchmark using

CAF. Fig. 4 show that the RDMA operations executed by
the Gemini allow very high STREAM copy bandwidths to be
achieved. However, for for the remaining operations (Scale,
Add and Triad.), their performances are significantly lower
using the naive implementation. In order to improve their
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Figure 4: The STREAM bandwidth between two
nodes using 1 pair.

performance, we used larger message sizes and pipelined the
messages to overlap the communication with computation.
The performances of the optimized version are over three
times better than those of the naive version.

3. SUMMARY AND CONCLUSIONS
In this work we evaluated the performance of PGAS lan-

guages on a Cray XE6 high-performance computing plat-
form for which the Gemini interconnect provides direct sup-
port for a globally addressable memory and hardware accel-
erated one-sided messaging. We examined the performance
in terms of bandwidth, message rate, and capability to over-
lap computation with communication. The results demon-
strated that with this special hardware acceleration, PGAS
languages can outperform MPI, especially for messages a
few KB in size, and therefore provide a viable alternative.
However, they also show that simply swapping MPI calls
for equivalent PGAS constructs may not necessarily be the
optimal path forward for achieving good performance with
PGAS, as the performance in the bandwidth limit is identi-
cal to that of MPI. Codes may need to be modified to send
smaller messages more frequently than one would with MPI
in order to achieve the greatest benefit from using PGAS
languages, Our future work will focus on converting exis-
tent scientific applications into PGAS codes and study their
performance on Hopper. The full paper can be found in [5].
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